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Introduction 
In	paleography,	scholars	study	the	history	of	hand-

writing,	 a	 crucial	 aspect	 of	 book	 history	 and	 manu-
script	 studies.	 Paleography	 has	 traditionally	 been	
dominated	by	expert-based	approaches,	driven	by	the	
opinions	of	a	small	group	of	highly	trained	individuals.	
These	 have	 acquired	 a	 set	 of	 expert	 skills	 through	
year-long	training,	e.g.	the	ability	to	date	a	handwrit-
ing	 or	 attribute	 it	 to	 specific	 individuals.	 This	
knowledge	remains	very	hard	to	render	explicit,	in	or-
der	to	share	it	with	others.	Therefore,	paleographers	
are	 increasingly	 interested	 in	digital	modelling	 tech-
niques	 to	enhance	 the	creation	and	dissemination	of	
paleographic	 knowledge	 (Stutzmann,	 2015).	 An	 im-
portant	 task	 in	 paleography	 is	 the	 classification	 of	
script	 types,	 especially	 now	 that	 digital	 libraries	
(BVMM,	 Gallica,	 e-Codices,	Manuscripta	Mediaevalia,	
etc.)	 are	 amassing	 reproductions	 of	medieval	manu-
scripts,	often	with	scarce	metadata.	Being	able	to	rec-
ognize	the	script	type	of	such	historic	artefacts	is	cru-
cial	to	date,	localize	or	(semi-)automatically	transcribe	
them.	 This	 paper	 focuses	 on	 script	 identification	 for	
medieval	Latin	manuscripts	(ca.	500	AD	to	1600	AD)	
and	 demonstrates	 the	 feasibility	 of	 a	 fairly	 accurate,	
meaningful	automated	classification.	

Medieval	script	classification	was	the	 focus	of	 the	
recent	CLaMM	(Classification	of	Latin	Medieval	Manu-
scripts)	competition.	For	this	shared	task,	the	organiz-
ers	released	a	training	data	set	of	2,000	photographic	
(greyscale,	300	dpi)	reproductions	of	pages	extracted	
from	Latin	manuscripts,	which	were	classified	 into	a	

12	script	type	classes,	including	uncial,	caroline,	textu-
alis	and	humanistic	script,	but	also	more	difficult	to	de-
lineate	 classes	 such	 as	 the	 cursiva	 or	 (semi)hybrida.	
The	 participating	 teams	 had	 to	 submit	 a	 standalone	
application	which	was	able	to	classify	unseen	images	
and	estimate	the	distance	between	them.	The	organiz-
ers	would	 then	apply	 the	submissions	 to	1,000	resp.	
2,000	 test	 images	 (Stutzmann,	 2016)	 and	 evaluate	
their	performance	using	various	evaluation	schemes.	
Here,	 we	 discuss	 the	 DeepScript	 submission	 to	 the	
CLaMM	 competition.	 The	 competition’s	 results	 have	
been	 officially	 been	 released	 on	 26	Oct.	 2016.	Deep-
Script	was	ranked	first	on	task	2,	i.e.	the	‘crisp’	classifi-
cation	of	mixed	script	images	(Cloppet	et	al.,	2016).	As	
the	 ground	 truth	 and	 results	 were	 released	 too	 re-
cently,	we	limit	this	abstract	to	a	general	discussion	of	
the	approach;	the	final	version	and	presentation	of	this	
paper	 will	 be	 supplemented	 with	 additional	 infor-
mation	and	test	results.	

The	DeepScript	submission	builds	upon	recent	ad-
vances	in	Computer	Vision,	where	the	use	of	so-called	
‘deep’	 neural	 networks	 has	 recently	 led	 to	 dramatic	
breakthroughs	in	the	state	of	the	art	of	image	classifi-
cation	 (LeCun	 et	 al.,	 2015).	 The	 kind	 of	 neural	 net-
works	applied	in	Computer	Vision	are	typically	convo-
lutional:	 they	 slide	 small	 ‘filters’	 (feature	 detectors)	
across	 images	 to	make	 the	 network	 robust	 to	 small	
translations	 of	 objects.	 The	 networks	 make	 use	 of	
many	‘layers’	of	such	feature	detectors,	where	the	out-
put	of	one	feature	detector	always	feeds	into	the	next	
one.	The	use	of	such	a	stack	of	layers	is	beneficial,	be-
cause	 this	 ‘deep	 architecture’	 allows	 algorithms	 to	
model	features	of	an	increasing	complexity	(Bengio	et	
al.,	2013):	in	the	first	layers	of	the	network,	very	raw	
and	primitive	shapes	are	detected	(‘edges’);	it	is	only	
at	the	higher	layers	in	the	networks	that	these	primi-
tive	 features	 are	 combined	 into	 more	 complex,	 ab-
stract	visual	patterns	(e.g.	entire	faces).	These	neural	
networks	lie	at	the	basis	of	e.g.	modern	face	verifica-
tion	algorithms	on	social	media	websites	such	as	Face-
book.	

Neural	 networks	 are	 composed	of	millions	 of	 pa-
rameters	which	have	be	optimized.	For	this,	the	avail-
able	training	data	is	split	out	in	a	set	of	training	images	
and	a	smaller	set	of	development	images	(respectively	
ca.	1,800	and	200	images):	the	former	is	used	to	opti-
mize	 the	parameters	of	 the	network	during	 training,	
the	 latter	 is	 used	 to	monitor	 the	performance	of	 the	
network.	The	use	of	development	data	is	necessary	to	
avoid	‘overfitting’:	it	is	possible	for	a	network	to	start	
‘memorizing’	the	training	images,	so	that	it	produces	
perfect	predictions	for	the	training	data,	but	is	not	able	



any	more	 to	 generalize	properly	 to	new,	unseen	 im-
ages.	By	using	a	development	set,	we	can	stop	optimiz-
ing	the	network,	if	its	predictions	for	the	development	
data	do	not	 increase	in	quality	anymore.	Only	at	this	
stage,	the	algorithm	is	evaluated	on	the	actual	test	im-
ages.	

Modern	 neural	 networks	 are	 typically	 trained	 on	
hundred	thousands	of	training	images.	In	the	field	of	
Cultural	 Heritage	 data,	 a	 common	 challenge	 is	 that	
most	data	sets	are	much	smaller,	and	CLaMM	is	no	ex-
ception,	 so	 that	 the	 danger	 of	 overfitting	 is	 much	
larger.	We	therefore	proceeded	as	follows:	the	gener-
ous	resolution	for	each	training	image	was	downsized	
by	 one	 half.	 Next,	 we	 would	 select	 random	 square	
crops	or	patches	from	the	image	(150x150	pixels)	and	
train	the	algorithms	on	batches	of	these	crops.	This	ap-
proach	is	blunt,	yet	innovative,	since	we	make	no	effort	
to	 extract	more	 specific	 regions	 of	 interest	 from	 the	
images,	such	as	individual	lines,	words	or	characters.	
To	 avoid	 overfitting,	 we	 also	 applied	 augmentation:	
each	 training	 crop	would	be	 ‘distorted’	 through	 ran-
domly	 varying	 the	 zoom	 level,	 rotation	 and	 transla-
tion.	Introducing	such	noise	in	the	input	is	a	common	
strategy	to	combat	overfitting.	Below	goes	an	example	
of	such	a	set	of	augmented	patches	for	a	single	manu-
script	page	(Fig.	1).	

	

	
Fig. 1: Example of augmented crops for a single manuscript 

page. 

	
After	each	epoch,	we	evaluated	the	performance	of	

the	 current	 state	 of	 the	 network	 through	 inspecting	
the	 classification	 accuracy	 on	 the	 development	 im-
ages:	we	randomly	selected	30	crops	from	each	image	
(without	 augmentation),	 and	 calculated	 the	 average	
probability	 for	each	output	class.	The	 full	 image	was	
assigned	to	the	class	with	the	highest	average	proba-
bility.	The	best	validation	accuracy	which	we	achieved	
was	91.17%,	using	a	network	architecture	of	14	layers,	

inspired	by	the	famous	Oxford	VGG	net	(Simonyan	et	
al.,	2015).	The	manual	classification	of	CLaMM	images	
was	 based	 on	 morphological	 differences	 and	 allo-
graphs,	as	defined	in	standard	works	on	Latin	scripts	
such	as	(Bischoff,	1986;	Derolez,	2003).	The	confusion	
matrices	 in	 Fig.	 2-4	 for	 the	 actual	 and	 the	 predicted	
classes	in	the	development	and	test	data	illustrate	that	
the	 confusions	 generally	 make	 sense	 from	 a	 paleo-
graphic	point	of	view	(the	normal	textualis	letter	is	for	
instance	often	mistaken	for	the	Southern	or	semi-tex-
tualis	variant).	

	

	
Fig. 2: Confusion matrix for the development data. 

	

		



Fig. 3: Classifications for the test data as a confusion matrix 
(task 1). Horizontal lines: ground-truth; Vertical columns: 
predictions. Order: 1-Uncial; 2-Half-uncial; 3-Caroline; 4-

Humanistic; 5-Humanistic; Cursive; 6-Praegothica; 7-
Southern Textualis; 8-Semitextualis 9-Textualis; 10-Hybrida 

11-Semihybrida 12-Cursiva. 

	
Fig. 4: Membership Degree matrices for task 2, on the 999 
test images where only one label is attributed to the image. 

There	exist	interesting	methods	to	visualize	which	
patterns	the	trained	network	is	sensitive	to.	Using	the	
principle	of	gradient	ascent,	we	start	 from	a	random	
noise	image	and	feed	it	to	one	of	the	filters	on	the	last	
convolutional	layer:	during	3,000	iterations	we	change	
the	 image	 so	 that	 it	maximizes	 the	 activation	of	 this	
particular	 filter.	 In	Fig.	3,	we	show	the	25	artificially	
generated	images	which	yielded	the	strongest	results;	
clearly,	 the	 network	 picks	 up	 relevant	 patterns.	 The	
third	image	from	the	left	in	the	first	line,	for	instance,	
clearly	captures	the	presence	of	loops	in	the	ascenders	
of	individual	characters	(e.g.	in	the	‘b’	or	‘h’,	which	is	
crucial	 to	differentiate	between	e.g.	a	 textualis	and	a	
cursive	letter).	These	visualizations	directly	tackle	the	
issue	of	the	computational	‘black	box’	in	the	Digital	Hu-
manities,	 and	 espsecially	 Digital	 Palaeography	
(Hassner	et	al.,	2013;	Stutzmann	et	al.,	2014).	 In	our	
paper,	we	will	offer	further	interpretations	and	visual-
izations	of	our	model	and	confront	these	with	the	re-
sults	 from	other	participants	 in	the	CLaMM	competi-
tion	 to	offer	new	perspectives	on	 the	graphic	defini-
tion	of	script	classes	in	traditional	paleography.	
 

 
Fig. 5: Artificially generated images that maximally activate 

filters in the final convolutional layer. 
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